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Abstract: The face recognition is a classical research domain, a 

number of research contributions are available by different 

contributors. Beyond their key contributions the proposed 

work is aimed to design a new recognition model that can work 

on incomplete data or information of face to recognize the 

target person. Additionally the work also indented to find pose 

recognition too. Both the issues are lead to increase the rate of 

misclassification or recognition during the face recognition. 

Thus the proposed work is proposing a LDA and MLP based 

face recognition to mitigate the issues of face recognition task. 

The proposed working model including the LDA based feature 

selection technique. The LDA (Linear Discriminant Analysis) is 

technique that is also used for dimensionality reduction 

additionally to compute a common projection in a higher 

dimensional space. Further the LDA based pose features are 

trained using the MLP (Multi Layer Perceptron). The MLP is a 

feed forward neural network and work for optimal 

classification outcomes. After training the model is tested on a 

test dataset. The experimental results demonstrate the effective 

performance in terms of accuracy as well as the method shows 

less resource consumption in terms of memory and time.      

Keywords: MLP, neural network, LDA, face recognition, 

multi-pose recognition. 

I. INTRODUCTION 

Now in these days the Machine Learning (ML) and its techniques 

are played essential role in various real world applications. These 

applications are used for pattern recognition, classification, 

categorization, prediction, motion detection and various others [1]. 

Additionally the ML algorithm also works well with the images, for 

motion detection, activity recognition and others. Among them the 

face recognition is one of the most essential applications. That is 

used in wide range of security, surveillance, monitoring, and 

authentication based application development [2]. Face is one of 

the most essential identities, which is almost different and unique 

for all the individuals. In a number of applications it is used as a 

biometric identity and utilized for authentication and access control 
[3]. But these applications are feasible if the recognition of the 

faces becomes accurate. The low rate of face recognition can 
degrade the performance of these applications. The basic issues of 

these systems are the pose variation, partial capturing of faces, 

small changes on faces, low resolution images, noisy images and 

others [4].  

Due to this the traditional face recognition systems need 

improvement. The proposed work is intended to design an accurate 

face recognition technique that works on different variants of faces 

and can able to recognize pose of user [5]. Therefore ORL dataset 

is used for designing the face recognition system which learns on 

different poses of faces to recognize the end user. For this purpose 

LDA (linear discriminant analysis) technique is employed for 

features extraction. The multi-pose based features are used with the 
Multi-Layer Perceptron (MLP) for training. After training of the 

MLP is able to accept any face pose and can recognize.  

II. PROPOSED WORK  

The proposed work is motivated to study the multiple pose based 

face recognition system. In this context the proposed work includes 

the implementation of a machine learning based technique. This 

chapter involves the detailed explanation of the proposed model for 

recognizing face poses accurately. 

A. System Overview  

Face recognition is one of the frequently growing research area, a 

number of highly accurate models for recognizing faces in multiple 
poses are presented in recent years. Among most of the techniques 

are either less accurate or computationally expensive. Therefore the 

proposed work is focused on exploring the accurate pose based face 

recognition model with low resource consumption. Additionally the 

proposed model is also extended to offer a technique for partial 

face recognition. Because most of the models are not able to 

recognize the partial faces or lost information. Thus we are 

proposing a solution for two limitations of the current approaches: 

1. Recognition of partial faces: sometimes due to lighting 

effect and other conditions the incomplete information is 

captured by the sensors or image capturing device. Thus 
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recognition results are affected, thus in this context the 

proposed work is focused on recognizing the faces and 

poses with limited or partial information.  

2. Recognition of face after small change in face images 

(i.e. smiling face, crying face): the small change in face 

can change the look of entire face. Thus recognition 

becomes complex and hard to recognize the actual person. 

Therefore the proposed work is motivated to enhance the 

existing technique to improve the learning for pose based 

changes in the face image.  

Basically, even small changes in face can impact on the 
performance of the learning algorithm for face recognition. 

Therefore need to be developing a feature selection and 

classification method by which we achieve the required 

consequences. In this section the basic requirement of the system is 

demonstrated and the next section involves the required 

methodology of the proposed system. 

B. Proposed Methodology  

The required multi-pose face recognition model is demonstrated in 

figure 2.1. Additionally the connected components of the model are 

also discussed. The proposed model can be understood using two 

modules i.e. training and testing. 

Multi-pose dataset: the supervised machine learning algorithms 
requires some training samples to learn on the pattern. Thus ORL 

face dataset is used for model training and testing. This dataset 

consist of 40 classes or identities. Additionally each class has 10 

different poses. Means total of 400 images of 40 people face 

images are used. This data is further being used for training and 

testing of the proposed model.  

Partial face conversion: in this work we need to train the system 

with the help of multi-pose as well as the partial faces. Thus the 

classical ORL dataset is transformed to get partial face images. 

Therefore a single image is transformed into four partial faces. First 

two faces using vertical partitioning is created and next two faces 
by horizontal partitioning is created.  

LDA feature extraction: Linear Discriminant Analysis (LDA) is a 

dimensionality reduction technique. It is used as a pre-processing 

step in Machine Learning applications of pattern classification. The 

goal of LDA is to project the features in higher dimensional space 

in order to avoid the curse of dimensionality and to reduce 

resources cost. The technique was developed by Ronald A. Fisher 

and named Linear Discriminant or Fisher's Discriminant Analysis. 

 

Figure 2.1 proposed model 

This category of dimensionality reduction is used in image 

recognition and predictive analysis. LDA focuses on projecting the 

features in higher dimension space to lower dimensions in three 

steps: 

 First, need to calculate the separability between classes 

which is the distance between the mean of different 

classes. This is called the between-class variance. 

 

 Second, calculate the distance between the mean and 

sample of each class. It is also called the within-class 
variance. 

 

 

 Finally, construct the lower-dimensional space which 

maximizes the between-class variance and minimizes the 

within-class variance. P is considered as the lower-

dimensional space projection, also called Fisher’s 

criterion. 

 

Feature database: the process of LDA returns a 2D vector for 

classification. The calculated feature vectors for all the created 

poses and sub faces are used with the LDA and for each sub faces 

features are extracted. 

Training and Test Set: the feature storage is used for training and 

testing of the neural network. Thus among 70% of randomly 

selected images are used to train the model and 30% of data is used 

for testing. The system accepts the input sample images and for 
partial pose recognition the images are partitioned. These 

partitioned dataset is used with the LDA algorithm to calculate the 



www.ijcrt.org                                                                  © 2020 IJCRT | Volume 8, Issue 10 October 2020 | ISSN: 2320-2882 

IJCRT2010269 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 2031 
 

features the features are further used for training and testing of the 

system. 

Neural network training: The stored image features in database 

are learned by the artificial neural network (ANN). Here, MLP 

(Multi-Layer Perceptron) is used for training with the features. An 

example of Single Layer Perceptron is given in figure 2.2. The 

Perceptron has just multiply with weights and add Bias, but does 

this in one layer only. We update the weight when an error in 

classification or miss-classified results found. Weight update 

equation is: 

 

 

Figure 2.2 single layer Perceptron 

In the Multilayer Perceptron, more than one linear layer present. If 

we take an example of the three-layer network, first layer will be 

the input layer and last will be output layer and middle layer will be 

called hidden layer. We feed our input data into the input layer and 

take the output from the output layer. We can increase the number 

of the hidden layer as much as we want, to make the model more 

complex according to application. 

Feed Forward Network, is the most typical neural network model. 

Its goal is to approximate some function . Given, for example, a 

classifier  that maps an input  to an output class , the 

MLP find the best classifier by defining a mapping,  

and learning the best parameters . The MLP are composed of 

many functions that are chained together. A network with three 

layers would form . Each layer is 

composed of units that perform an affine transformation of a linear 

sum of inputs. 

 

Figure 2.3 Example of MLP 

Each layer is represented as . Where  is the 

activation function,  is the set of weights, in the layer,  is the 

input vector, which can also be the output of the previous layer, and 

b is the bias vector. The layer of an MLP consists of several fully 

connected layers because each unit in a layer is connected to all the 

units in the previous layer. In a fully connected layer, the 

parameters of each unit are independent of the rest of the units in 

the layer that means each unit posses a unique set of weights. 

In a supervised system, each input vector is associated with a label, 

defining its class with the data. The output of the network gives a 

class score, for each input. To measure the performance, the loss 

function is defined. The loss will be high if the predicted class does 

not correspond to the true class. Sometimes the problem of over-

fitting and under-fitting occurs in this case, model performs very 

well on training data but not on testing data. To train the network, 

an optimization procedure is required for this we need loss function 
and an optimizer. This procedure will find the values for the set of 

weights, W that minimizes the loss function. A popular strategy is 

to initialize the weights to random values and refine them 

iteratively to get a lower loss. This refinement is achieved by 

moving on the direction defined by the gradient of the loss 

function.  

Trained model: after tuning of the MLP parameters the MLP is 

trained on the patterns. The trained MLP is now able to accept the 

test dataset and produce the classification outcomes. 

Recognition: in this model the provision is made to provide input 

an individual image for recognition too. After learning the ANN is 

able to classify the data or faces by producing the test image 
samples. Finally based on the classification outcomes the 

performance of the model is computed. The proposed partial face 

recognition model is used in various other tasks also using multi-

pose face recognition technique.  

1. Biometric identity based authentication system  

2. Identification of faces even some changes on face are 

found 

C. Proposed Algorithm 

This section provides the summary of the above discussed 

methodology for identifying the partial face and pose information. 

The required steps are explained in table 2.1. 

Table 2.1 Proposed Algorithm 

Input: Input ORL Dataset D 

Output: classified outcomes C 

Process: 

1.  

2.  

3.  

4.  

5.  

6.  

a.  

7.  

8.  

9.  

III. RESULTS ANALYSIS 
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This chapter includes the analysis and performance of the results of 

the implemented algorithms which are used for Multi-Pose Face 

recognition System. Therefore a detailed discussion about the 

results and their measured parameters are reported. 

A. Accuracy 

The accuracy can be explained as the measurement of algorithm 

classification correctness. That can be measured using the ratio of 

total correctly classified and the total patterns to be classified. That 

can also be represented using the following equation: 

 

Table 3.1 Accuracy(%) 

Number of face images  Multilayer Perceptron Classifier 

40 90.1 

160 91.8 

320 92.7 

600 93.6 

900 95.8 

1200 96.1 

1600 98.3 

 

Figure 3.1 Accuracy (%) 

The accuracy of pose recognition using MLP based technique is 

demonstrated in Figure 3.1 and table 3.1. That line graph shows the 

accuracy of the algorithms in percentage (%). The X-axis of this 

line graph shows the data instances used during the experiment and 
Y-axis shows the accuracy of model. According to the obtained 

performance the proposed model improve their accuracy with the 

increasing amount of data samples. 

 

 

B. Error Rate 

The error rate of an algorithm demonstrates the misclassification 

rate of the algorithm as a performance parameter. That can be 

calculated using the following equation: 

 

Or 

 

Table 3.2 Error rate (%) 

Number of Faces  Multilayer Perceptron classifier 

40 9.9 

160 8.2 

320 7.3 

600 6.4 

900 4.2 

1200 3.9 

1600 1.7 

Reducing error rate is a good indicator of learning algorithm. The 

algorithm demonstrates the reducing error rate with increasing 

amount of data. The line graph for the performance of the system is 

given in figure 3.2 and the observation values are reported in table 

3.2. The X axis of the diagram shows the experimental data 

instances and Y axis shows the percentage error rate produced. 

According to the explained results the error rate of the algorithm 

decreases with the amount of data for learning increases. 

 

Figure 3.2 Error Rate 

C. Memory Usage 

The memory usages are also an essential parameter for 

performance evaluation of a ML algorithm. The amount of total 

memory utilized for an algorithm is measured here as memory 
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consumption or usages. The memory usages are computed using 

the following equation. 

 

Table 3.3 Memory Usages in KB 

Number of faces  Multilayer Perceptron Classifier 

40 11228 

160 11356 

320 12364 

600 12987 

900 13214 

1200 14496 

1600 14966 

 

Figure 3.3: Memory Usage 

Memory usages are the indicator of system efficiency. The 

measured memory usages for the model are demonstrated in figure 

3.3. It is measured here in terms of KB (kilobytes). To demonstrate 

the performance line graph 3.3 displays the values of table 3.3. 

Here the X-axis shows the number of data instances used for 

experiments and Y-axis shows the used memory. According to the 

obtained model performance the proposed system demonstrate 

acceptable amount of memory utilization. 

D. Time Consumption 

The time consumption is also termed as the time complexity. The 

amount of time consumed for classification is also calculated in this 
section using the following formula: 

 

 

 

 

Table 3.4 Time consumed in MS 

Number of faces  Multilayer Perceptron Classifier 

40 28 

160 32 

320 97 

600 148 

900 169 

1200 181 

1600 205 

 

Figure 3.4 Time Consumption 

The time consumption of the proposed multi-pose Face 

Recognition System using Multilayer Perceptron Classifier is 

explained in the figure 3.4 and table 3.4. It is a line graph for 

demonstrating the time requirements of algorithms in terms of 

milliseconds (MS). The X- axis of this line graph shows the data 

instances used during the experiment and Y- axis shows the time 

consumption. According to the simulated results the time is 

increasing with the proportion of the data size increases. 

IV. CONCLUSION & FUTURE WORK 

The main aim of the proposed work is accomplished successfully 

the observed facts and experimental outcomes are summarized in 

this section as conclusion of the work. Additionally the future 

extension of the work is also reported. 

A. Conclusion  

The machine learning and similar techniques are growing two help 

the human being in different professional ways as well as in other 

real world solutions. The acceptance of this technology is 

increasing day by day. The proposed work is an investigation of 

face recognition application using the machine learning technique. 

Therefore two key problems are targeted to develop an efficient and 
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accurate solution. The first issue is the changes in face due to smile 

or other effects, and second is to recognize the person using partial 

face information. Thus the method is not only useful for accurate 

multi-pose face recognition; it is also useful for image forensics for 

recognizing the faces with limited information.  

Thus a multi-pose face recognition system is designed and 

implemented in this work. In this context the ORL face database is 

used for experimentation. The ORL dataset is further partitioned for 

preparing the actually required training data samples. Thus an 

image is subdivided into four parts two for horizontal and two for 

vertical partitioned. These training images are further utilized with 
the LDA feature selection technique. The LDA is self a classifier 

but it is used here as the feature extraction dimension reduction 

technique. The extracted features from the training samples are 

used with the MLP (Multi-Layer Perceptron). The learnt neural 

network is further utilizes the test dataset to classify the face poses 

and produce the performance outcomes. The implementation of the 

proposed system is carried out using JAVA technology. 

Additionally to store the observed performance MySql server is 

used. The performance of the implemented system is evaluated in 

terms of different parameters which are reported in table 4.1 as 

performance summary: 

Table 4.1 performance summary 

S. No. Parameters  Remark  

1 Accuracy  The accuracy of the proposed MLP 
based face recognition system is 

effective and improving the increasing 

size of learning samples  

2 Error rate  The error rate also improves with the 

size of learning data. Thus the proposed 

work produces acceptable error rate less 

then 10%.   

3 Memory usage The memory efficient system is 

implemented with LDA which initially 

reduces the size of images for learning 

process  

4 Time 

consumed  

Time is similar in ratio as the amount of 

learning samples are produced for input 

According to the performance the proposed algorithm demonstrate 

efficient working as well as accurate recognition. Thus it is 
acceptable for the future application development. 

B. Future Work 

The conclusion of the work demonstrates the proposed work is 

effective and accurate for identifying the partial face information. 

This model can be used in various other applications. Therefore 

that technique is further extended for the following aspects: 

1. Improving the technique for finding livens of person  

2. Improve this technique using deep CNN architecture     
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